
K

P
N

a

A
R
A
A

K
V
T
S
S
A
P
L
R
L
L
R
R

1

s
u
t
e
l
d
c
r
i
d

s
&
a
t
p

a

1
d

Journal of Chromatography B, 877 (2009) 2224–2234

Contents lists available at ScienceDirect

Journal of Chromatography B

journa l homepage: www.e lsev ier .com/ locate /chromb

ey aspects of analytical method validation and linearity evaluation�

edro Araujo ∗

ational Institute of Nutrition and Seafood Research (NIFES), PO Box 2029, Nordnes, N-5817 Bergen, Norway

r t i c l e i n f o

rticle history:
eceived 2 July 2008
ccepted 29 September 2008
vailable online 2 October 2008

eywords:
alidation
erminology
electivity
pecificity

a b s t r a c t

Method validation may be regarded as one of the most well-known areas in analytical chemistry as is
reflected in the substantial number of articles submitted and published in peer review journals every
year. However, some of the relevant parameters recommended by regulatory bodies are often used inter-
changeably and incorrectly or are miscalculated, due to few references to evaluate some of the terms
as well as wrong application of the mathematical and statistical approaches used in their estimation.
These mistakes have led to misinterpretation and ambiguity in the terminology and in some instances
to wrong scientific conclusions. In this article, the definitions of various relevant performance indicators
such as selectivity, specificity, accuracy, precision, linearity, range, limit of detection, limit of quantitation,
ruggedness, and robustness are critically discussed with a view to prevent their erroneous usage and
ccuracy
recision
inear function analysis
ange
imit of detection
imit of quantitation

ensure scientific correctness and consistency among publications.
© 2008 Elsevier B.V. All rights reserved.
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. Introduction

The word validation originates from the Latin validus meaning
trong, and suggests that something has been proved to be true,
seful and of an acceptable standard. The International Organiza-
ion for Standardization defines validation as the confirmation by
xamination and provision of objective evidence that the particu-
ar requirements for a specified intended use are fulfilled [1]. This
efinition primarily implies that a detailed investigation has been
arried out and gives evidence that an analytical method, when cor-
ectly applied, produces results that are fit for purpose as well as
t confirms the effectiveness of the analytical method with a high
egree of accuracy.

The importance of method validation has been emphasised
ince the late 40’s when the American Chemical Society and Merck
Co., raised the issue of how mathematics and statistics are
necessary prerequisite to successful development and adapta-

ion of new analytical methods [2,3]. By that time a survey of
apers on development of analytical methods revealed that no

� This paper is part of a special issue entitled “Method Validation, Comparison
nd Transfer”, guest edited by Serge Rudaz and Philippe Hubert.
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omparisons were carried out with other or similar methodolo-
ies in order to check for accuracy in the reviewed articles [4].
n addition, it was pointed out that statistical data analysis was a
ubject neglected by chemists developing experimental methods
3]. In the early 70’s a series of articles were published stress-
ng the need of implementing a consistent set of definitions for
etermining the performance-characteristics of developed ana-

ytical methods and comparing unambiguously the advantages
nd disadvantages of the increasing volume of reported analyti-
al methods [5–8]. This paved the way for the implementation of
ethod validation in analytical laboratories since the late 70’s and

he current worldwide recognition that method validation is an
mportant component in any laboratory engaged in the develop-

ent and establishment of standard methods. Nowadays, there are
everal international renowned organisations offering guidelines
n method validation and related topics. Basic references are the
ssociation of Official Analytical Chemists (AOAC), the American
ociety for Testing and Material (ASTM), the Codex Committee on
ethods of Analysis and Sampling (CCMAS), the European Com-
ittee for Normalization (CEN), the Cooperation on International
raceability in Analytical Chemistry (CITAC), the European Cooper-
tion for Accreditation (EA), the Food and Agricultural Organization
FAO), the United States Food and Drug Administration (FDA),
he International Conference on Harmonization (ICH), the Inter-
ational Laboratory Accreditation Cooperation (ILAC), The World

http://www.sciencedirect.com/science/journal/15700232
http://www.elsevier.com/locate/chromb
mailto:pedro.araujo@nifes.no
dx.doi.org/10.1016/j.jchromb.2008.09.030
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ealth Organization (WHO), the International Organization for
tandardization (ISO), the International Union of Pure and Applied
hemistry (IUPAC), the United States Pharmacopeia (USP), The ana-

ytical chemistry group EURACHEM, etc.
Articles are submitted for publication every year highlight-

ng the determination of the parameters for method validation
nforced by any of the above-mentioned regulatory bodies. How-
ver, in spite of the volume of articles submitted and published
isinterpretation and miscalculation still persists due to some

revailing ambiguity in the definitions of some of the validation
arameters, few existing guidelines to estimate some of them, and
ost importantly lack of attention to the mathematical and statis-

ical tools involved in their calculation.
This article discusses some key aspects that should be con-

idered when validating analytical methods, especially those
oncerning chromatography methods, in order to derive useful
nformation from experimental data and to draw robust conclu-
ions about the validity of the method.

Although the aspects described in this article apply to all types of
nalytical methods, in some instances they may not be applicable
o certain analytical procedures. For instance, some animal mod-
ls bioassays or some immunoassays have unique features which
hould be considered before submitting a validation report.

. The general method validation steps

In a general context, method validation is a process that con-
ists of at least five distinct steps, namely: system qualifications,
ampling, sample preparation, analysis and data evaluation.

.1. System qualifications

A general evaluation of system qualifications allows to verify
hat the instrument is suitable for the intended analysis, the mate-
ials (reagents, certified references, external and internal standards,
tc) are suitable for use in analytical determinations, the analysts
ave the proper training and qualifications and previous documen-
ation such as analytical procedures, proper approved protocol with
re-established acceptance criteria has been reviewed. If the gen-
ral qualifications of a system are ignored and a problem arises, the
ource of the problem will be difficult to identify [9].

.2. Sampling

The sampling step assists in the selection of a representative
raction of the material which is subsequently subjected to inves-
igation. The choice of an appropriate sampling method is of great
mportance because it provides assurances that the sample selected
s truly representative of the material as a whole for the purpose of

eaningful statistical inferences. Within the statistical literature,
here is a substantial body of work on sampling strategies, how-
ver the relative costs and time involved in each strategy should be
valuated in advance.

.3. Sample preparation

Sample preparation is a key element to successful method vali-
ation. It has been pointed out that sample preparation represents

0–80% of the work activity and operating costs in an analytical

aboratory [10]. The literature on sample preparation is ample and
ell documented. However, the analyst should remember that the

election of a specific preparation procedure depends upon the ana-
ytes, the analytical concentrations, the sample matrix, the sample
ize and the instrumental technique.
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.4. Analysis

The analysis is related to the instrument used to extract qual-
tative or quantitative information from the samples with an
cceptable uncertainty level. The analysis could be visualised, in
broad sense, as a system possessing three interconnected basic

lements, namely input → converter → output. In general, the input
nd output are designated by the letters x and y and they represent
he concentration and the experimental response respectively. The
hoice of a particular analysis is based on many considerations, such
s the chemical properties of the analytical species, the concentra-
ion of the analytes in the sample, the matrix of the sample, the
peed and cost, etc.

.5. Data evaluation

The main purpose of data evaluation is to summarise and
ain insight into a particular data set by using mathematical and
tatistical approaches. Data evaluation allows extracting useful
nformation and drawing conclusions about the inputs and outputs,
nd most importantly about the validation process in general.

. Validation method parameters

In the early 80’s, it was pointed out that the definition of the
haracteristic parameters for method validation and related top-
cs were different between the existing organizations [11]. In 1990,
he International Conference on Harmonization (ICH) was created
s a unique project to bring together the regulatory authorities of
urope, Japan and the United States with the objective of achiev-

ng greater harmonization of parameters, requirements and, to
ome extent, also methodology for analytical method validation.
he key criteria defined by the ICH and by other industrial com-
ittess and regulatory agencies around the world for evaluating

nalytical methods are: selectivity/specificity, accuracy, precision,
inearity, range, limit of detection, limit of quantitation, ruggedness,
nd robustness.

.1. Selectivity and specificity

The terms selectivity and specificity have been the subject of
ntensive critical comments essentially focusing on the ways in

hich they are often defined by analysts working in method val-
dation [12–15]. By definition the selectivity refers to the extent
o which a method can determine a particular analyte in a com-
lex mixture without interference from other components in the
ixture [16]. This definition is often wrongly used as equivalent

o specificity, which is considered to be the ultimate in selectiv-
ty; it means that no interferences are supposed to occur [12].
nfortunately, an inspection of the literature on method valida-

ion revealed that both terms are still used without distinction by
ome authors, even though by consulting the dictionary it is clear
hat these terms should not be used interchangeably. Selectivity
hould be connected with the word ‘choose’ while specificity with
he word ‘exact’. In this context, it is incorrectly to grade the term
pecificity (either you have it or you do not). An analyst involved
n method validation should always remember that selectivity can
e graded as low, high, bad, partial, good, etc., in order to choose
he appropriate category for a particular purpose. The term speci-
city refers always to 100% selectivity [13,17,18] or, conversely, 0%
nterferences.

.1.1. Experimental approaches to assess selectivity
During the last decade, some researchers have expressed con-

ern about the lack of comprehensive recommendations from
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v
erence value. It has been pointed out that the accuracy is the most
crucial aspect that any analytical method should address [23]. The
determination of this parameter allows estimating the extent to
which systematic errors affect a particular method. The preced-
ing definition of accuracy is in accordance with several regulatory
Fig. 1. Liquid chromatography mass s

ccredited bodies, books and published articles on how to assess
he selectivity of a method [14,19]. A non-exhaustive survey of
apers on chromatographic method validation published in analyt-

cal journals during the last 10 years revealed that the three most
opular approaches used to measure selectivity are:

1. Comparison of the chromatograms obtained after injection of
blank samples with and without the analytes.

. Comparison of the chromatographic response obtained after
injection of analytical solutions with and without all the possible
intereferents.

. Analysis of certified reference materials.

Other approaches used in a lesser extend in the last 10 years are:

1. Calculation of the chromatographic response factor by discrim-
inating the analytical species from closely related structures.

. Comparison with certified methods.

. Comparison of the slopes obtained by the standard addition and
the external standard methods.

In addition to these previously well-known mentioned strate-
ies, an interesting liquid chromatography mass spectrometry
ost-column infusion technique that enables detecting specific
ndogenous sample components that affect the target analytes
as been proposed [20]. This approach uses a syringe pump and
HPLC system simultaneously coupled to a mass spectrometer

hrough a tee connector (Fig. 1). The flow from the syringe pump
elivers a constant amount of the analytes while the flow from
he HPLC delivers a processed blank sample, in that way it is
ossible to study dynamically the effect of the matrix on the
nalytical responses over the entire chromatographic run, when
ifferent sample treatments, columns and mobile phases are used.
n example from the literature is the evaluation of the influence
f different extraction techniques on matrix effects and conse-
uently the magnitude of these effects on the signal of sirolimus,
n immunosuppressant that under specific chromatographic and
ass spectrometry conditions elutes at approximately 6 min and

resents a characteristics transition at m/z 931.6 → 864.6 [21]. The
omparison of the various infusion chromatograms is showed in
ig. 2 which allows concluding that the observed signal suppres-

ion is mainly due to endogenous components in the whole blood
nd that the analytical signal is less prone to matrix interferences
round the elution time when the solid phase extraction method is
sed.

Readers interested in analytical procedures to achieve selectiv-
ty are referred to comprehensive articles on the subject published
lsewhere [14,17,22].
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metry post-column infusion system.

.2. Accuracy

Accuracy is the degree of agreement between the experimental
alue, obtained by replicate measurements, and the accepted ref-
ig. 2. Comparison of (A) mobile phase, (B) whole blood sample prepared by protein
recipitation, and (C) a whole sample prepared by solid phase extraction by the post-
olumn infusion method. The areas influenced by matrix effects are shown in B and
. The solid lines indicate the regions of altered ionization due to matrix effects.
eprinted from P.J. Taylor, Matrix Effects: The Achiles Heel of Quantitative HPLC-ESI-
andem-MS. Clinical Biochemistry, 38 (4) (2005): 328–334 with permission from
lsevier.
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Table 1
Requested conditions to measure the different precision components according to the ISO/DGuide 99999 [33].
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*One or more conditions should be changed.

odies (ICH, FDA, and USP) and the IUPAC. However, it is important
o mention that this definition is acknowledged by other accred-
ted organisations as trueness or bias and the term accuracy as the
ombination of trueness and precision (ISO, EURACHEM, AMC). The
oncept of trueness as is stated in ISO-5725-1 has been invented
n order to address some philosophical objections among medi-
al and legal practitioners regarding the concept of statistical bias
24,25]. In this article, the term accuracy as defined by ICH, FAD,
SP and IUPAC is used because it seems to be the preferred term

n scientific journals. A ScienceDirect search using the keywords
validation trueness” and “validation accuracy” showed that only
5 articles used the former keywords while 3876 the latter. The
ifference becomes more dramatic when the search is performed
ithout using the word “validation”.

Several approaches have been suggested to evaluate the accu-
acy of a method. The main strategies currently used to assess the
ccuracy are:

1. Measuring the analyte in a particular reference material and
comparing the result with the certified value.

. Measuring the analyte in blank matrix samples spiked with
known analytical concentrations and determining the percent-
age of recovery.

. Comparing the results from the method under validation with
those from a reference method.

. Determining the analytical concentration in the sample by
means of the standard addition technique.

The first strategy should be used as long as the reference material
losely resembles the analytical concentration and the matrix of the
ample under investigation.

The second strategy, despite its popularity, it has the disadvan-
age that the accuracy can be misestimated if the spiked analyte
nd the analyte contained in the sample behave differently due to
issimilarities in their chemical form and reactivity. For speciation
urposes this approach is not recommended [26]. The IUPAC Har-
onised Guidelines for In-House Validation of Methods of Analysis

echnical Report recommends the use of the second approach only
n cases where the method under validation is intended either for
iquid samples or samples subjected to total destruction or disso-
ution [27].
A ‘reference method’ in the context of the third strategy refers
o a nationally or an internationally fully validated method with
ifferent or similar measurement principles and sources of errors.

The fourth strategy is generally used in cases where blank sam-
les are unavailable.

t
r
a
t
u

Another reported strategy to assess the accuracy of a method has
een taking part in proficiency test schemes in order to compare the
esults of a particular method under validation with the consensus
alue obtained by the participating laboratories [28,29]. Unfortu-
ately, the seconders of this proposal have not taken into account
hat proficiency testing is aimed at monitoring performance and
ompetence of individual accredited laboratories [30] rather than
ssessing the accuracy of newly developed methods. It is irrational,
nd contrary to the general requirements for participating in profi-
iency testing, to take part in such schemes without a fully validated
ethod.

The guidance for validation of analytical procedures issued
y the ICH recommends checking the accuracy by performing a
inimum of nine determinations over a minimum of three con-

entration levels (low, medium and high) corresponding to the
hole analytical range investigated (3 levels × 3 replicates per

evel = 9 determinations) [31]. Although, this minimum require-
ent is suitable in general for chromatographic or spectroscopy
ethods, the analyst should follow the recommendations suit-

ble for his/her particular method. For instance, the FDA guidance
or validation of bioanalytical methods suggests evaluating the
ccuracy by measuring a minimum of three concentration levels
repared in pentaplicate in the range of expected concentrations
3 levels × 5 replicates per level = 15 determinations) [32].

.3. Precision

The term precision is defined by the ISO International Vocab-
lary of Basic and General Terms in Metrology (ISO-VIM) as the
loseness of agreement between quantity values obtained by repli-
ate measurements of a quantity under specified conditions [33].
he determination of this parameter is one of the basic steps in the
rocess of achieving repeatability and reproducibility in method
alidation. Assessing the precision implies expressing numerically
he random error or the degree of dispersion of a set of individual

easurements by means of the standard deviation, the variance or
he coefficient of variation.

The regulatory bodies emphasize that the terms precision and
ccuracy should not be used as synonyms. A literature review of the
ast decade demonstrated that analysts engaged in validating meth-
ds are well aware of the difference between these terms. However,

he review revealed that in many instances, the terms repeatability,
eproducibility and intermediate precision are used interchange-
bly. The reader should keep in mind that the word repeatability in
he present context, refers to obtaining the magnitude of a partic-
lar property of a sample more than once by keeping constant the
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lobal factors (human, preparation, instrumental and geographi-
al) over a short period of time; the term reproducibility refers to
eproduce the magnitude of an already measured property by
hanging one or more of the global factors over a short or an
xtended period of time; and the term intermediate precision refers
o obtaining the magnitude of a particular property of a sample

ore than once by using the same preparation, instrumental and
eographical condition over an extended period of time. The differ-
nces between the three above mentioned precision components
howed in Table 1 allow to derive the following conclusions:

It is wrong to report a so-called “inter-day repeatability” term.
Such a term should never be used in method validation.
The term inter-day variation should be connected with interme-
diate precision or in some circumstances with reproducibility.
The repeatability always ensures that the variability of the results
remains constant under identical conditions and also that factors
such as analyst, procedures, instrumental conditions, laborato-
ries, and time have a negligible contribution to the variability of
the results.
The reproducibility always makes certain that the variability of
the results remains constant under different conditions and that
the variation of one or more factors does not contribute signifi-
cantly to the variability of the results.

For validation of chromatographic methods, it is generally rec-
mmended checking the precision component by measuring a
inimum of three concentration levels (low, medium and high)

repared in triplicate and covering the whole analytical range
nder study (3 levels × 3 replicates per level = 9 determinations)
30]. However, as was mentioned before, the readers must consider
hat minimum criteria vary according to the nature of the analytical
rocedures. For instance, the minimum number determinations to
heck the precision of a biological or a biotechnological method may
e different from the minimum established in the present article.

.3.1. Total error
Total error, a concept introduced 34 years ago, describes the

verall error that may occur in a test result due to the simulta-
eous contribution of random and systematic error components of
he measurement procedure [34]. In general terms, the total error
Etotal) could be defined by the expression:

total = Esystematic + Erandom

here the term E represents the error and the associated system-
tic and random subscripts define the individual error contribution.
rom the previous expression, it is evident that the mentioned
ifferences between the regulatory bodies regarding the defini-
ion of the parameter that allows to estimate the systematic errors
Esystematic), termed for instance “accuracy” or “trueness”, make

andatory the use of appropriate documentation of the particular
efinition used in the calculation of the total error. By document-

ng the specific definition used to express the systematic errors
t is possible to derive alternative expressions for total error and
onsequently avoid ambiguities between definitions. For instance,
he following alternative expressions can be found in the current
iterature on validation:

total = Accuracy + Precision (using ICH terminology);
total = Trueness + Precision

r

total = Accuracy (using ISO terminology).

f
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77 (2009) 2224–2234

The importance of estimating a total error in validation studies
s that it provides a measure of quality that can be compared to
he intended analytical quality of a test, which can be described in
erms of an allowable total error [35] which sets a nominal limit
or the total error tolerable in a single measurement or single test
esult. It is advisable, when determining the total error of a partic-
lar assay, to follow the recommended criteria. For instance, recent
eports addressing the issue of best practices for ligand binding
ssays have established a nominal total error of 30% for this kind of
ssays based on their inherent variability [36,37]. In addition, it is
ompulsory to include all assay runs in the calculation of the total
rror. Rejection of particular assay runs in the calculation of the total
rror is allowed only in cases, where obvious and well-documented
rrors arise [36].

An important consideration is that total error is a quality param-
ter derived from two performance parameters (precision and
ccuracy) which contribute mutually to the quality of a test result.
t is desirable to set goals for the allowable total error, rather than
et individual goals for the allowable standard deviation and the
llowable bias.

.3.2. Uncertainty
The uncertainty of measurement is a parameter, associated with

he result of a measurement that characterises the dispersion of
he values that could reasonably be attributed to measurand (the
uantity being measured) [33]. This parameter is estimated in order
o judge the adequacy of a result for its intended purpose and to
erify its consistency with other similar results.

Countless studies have reported the determination of the uncer-
ainty of measurement results by using different approaches.
owever, the lack of consensus among the various approaches
long with the absence of a worldwide-accepted criterion for the
stimation and notation of measurement uncertainty were the
ain driving factors behind the development in 1980 of the general

ecommendation INC-1 for the expression of experimental uncer-
ainties [33]. INC-1 states that the uncertainty in the results of a

easurement generally consists of several components which may
e grouped into two categories according to the way in which their
umerical value is estimated.

Uncertainty Type A is the evaluation of uncertainty by statisti-
cal methods. The components of this category are determined by
means of the variances or standard deviations. The evaluation of
this uncertainty applies to random and systematic errors.
Uncertainty Type B is the evaluation of uncertainty by other
means. The components of this category are usually based on
scientific judgement using all the relevant information available.
For instance, uncertainty assigned to reference data taken from
handbooks, reference standards certificates, etc.
Combined uncertainty is characterised by the summation of the
Type A and Type B variances and expressed as standard devia-
tions.

The task of determining the uncertainty of a particular measure-
ent method requires the participation of experts familiar with the

arious aspects involved in the recommendations issued by accred-
ted bodies. For instance, a laboratory interested in applying ISO
725-3 recommendation [38] in the evaluation of the uncertainty of
chromatographic method will require the assistance of an expert

amiliar with the measurement method and its application and also

n expert with experience in the implementation of the guidance
ecommended fully nested design and its statistical analysis.

It should be noted that even though the author of the present
rticle has reported several studies on the determination of the
ncertainty in linear calibration, central composite designs and
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ested designs for proficiency testing, it is not his intention to
resent a detailed coverage of the subject. The interested reader

s referred to the comprehensive work on uncertainty by Kimothi
39].

.4. Linear function analysis

Linear function analysis is an area familiar to everyone involved
n calibration experiments and perhaps this familiarity has led
o the introduction of some fatal flaws when the linearity of a
alibration is assessed. Nowadays, such erroneous procedures are
escribed in oral presentations, laboratory reports and papers and
ccepted as correct.

Linearity, in the context of the previously described analysis sys-
em consisting of the basic elements input → converter → output,
s the assumption that there is a straight line relationship between
he input (x) and output (y) variables that can be written mathemat-
cally by the expression y = f(x) if the straight line crosses through
he origin or by the expression y = f(x) + ı if the straight line does
ot cross through the origin.

It is common practice to check the linearity of a calibration
urve by inspection of the correlation coefficient r. A correlation
oefficient close to unity (r = 1) is considered sufficient evidence
o conclude that the experimenter has a perfect linear calibration.
lthough the Analytical Methods Committee and some articles on
nalytical validation discouraged using the correlation coefficient
n the context of testing for linearity [40–43], many laboratories
round the world base the linearity of their instrumental meth-
ds on a so-called (by the author of the present article) “r-test”.
ountless published papers reinforce the idea, perhaps indirectly, of
sing the r-test to check for linearity by reporting in their abstracts,
iscussions and conclusions statements such as

“This method has a linear calibration range of 1.00–1000 ng/ml
with a correlation coefficient of 0.9999.”
“The calibration graphs were linear with correlation coefficients
greater than 0.999 for all compounds.”
“It was clear that the calibration was linear as a result of a corre-
lation coefficient close to 1 (rexperimental = 0.9996).”

The author of the present article is not stating that the previ-
us quotations are incorrect, however it must be said that in some
espect they are misleading in the context of linearity evaluation. In
ddition, they fail to indicate which statistical methods were used
o evaluate their linear relationship.

The FDA guidance for validation of analytical procedures [31]
hich is based on the Text on Validation of Analytical Procedures

ssued by the ICH [44], recommends that the correlation coeffi-
ient should be submitted when evaluating a linear relationship
nd that the linearity should be evaluated by appropriate statis-
ical methods. This guidance does not suggest that the numerical
alue of r can be interpreted in terms of degrees of deviation from
inearity. Hence, it is extremely important to emphasise that an
r-test” to check for linearity does not exist. We cannot say that
= 0.999 is more linear than r = 0.997. It is surprising that despite the
ecommendations of the accredited bodies, few published articles
ave reported the use of statistical methods for linearity evalu-
tion. This observation seems to indicate that the issue, pointed
ut over half a century ago, about statistical data analysis being a
eglected subject by practitioners validating methods [3] is still a

opic of contemporary relevance that needs an imperative atten-
ion by those currently engaged in validation of analytical methods
nd by those responsible for educating and training people to be
mbarked upon the various aspects of this important area of ana-
ytical chemistry.
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.4.1. Linear calibration function
The expression y = f(x) + ı can be rewritten as

ˆ i = �xi + ı (1)

here ŷi and xi represent the estimated experimental response
nd the analytical concentration respectively, both at a concentra-
ion level i. The coefficients � and ı represent the sensitivity of the
nalysis and the intercept respectively.

The calibration function described by Eq. (1) must have an r close
o 1 but the condition given by “if linear, then r = 1” is not equivalent
o “if r = 1, then linear”. In logical analysis terms, the best strategy to
how that a condition is not equivalent to its converse is to provide
counterexample to it. To find a counterexample to “if linear, then
= 1” it suffices to show that there is something that has r = 1 but it is
ot linear. Appendix A provides a comprehensive counterexample
ased on statistical analysis of the various error sum squares and
ariance components from a linear calibration data set reported
n the literature [45]. Before studying Appendix A, some impor-
ant aspects such as replication, error sum squares and degrees of
reedom should be discussed in advance.

.4.1.1. Replication. Replication is an important aspect that must
e considered when the experimenter wants to test if a particular
xperimental calibration model, for instance Eq. (1), is linear. The
xperimenter must have a reasonable number of standard solutions
nd instrumental replicates. It has been pointed out that the best
alibration strategies are those with standard solution replicates
igher than instrumental replicates [42,46]. A preparation error
6 times higher than the instrumental error has been reported

n calibration experiments of triacylglycerols by LCMS [47]. This
mplies that the most serious problems are related to prepara-
ion and not to instrumental stability. Calibration experiments with
nly one standard per concentration level are a poor calibration
trategy and must be avoided unless the standard solutions are
ffectively error-free. For the establishing of linearity the Analytical
ethods Committee suggests preparing a minimum of six concen-

ration levels in duplicates [42]. Even though duplication at each
oncentration level is considered an optimal design strategy by this
ccredited organisation, it is a poor approach that should not be fol-
owed. A study of the behaviour of the uncertainty as a function of
he number of replicates for the model described by Eq. (1) demon-
trated that performing between four and six replicates at each
xperimental level decreases the uncertainty significantly along
he experimental range and produces a uniform confidence pre-
iction region around the centre of the calibration graph which is
n important feature for quantification experiments [48]. Based on
he reported behaviour of the uncertainty as a function of the repli-
ation and considering that the minimum number of concentration
evels proposed by various guidelines and articles on analytical val-
dation varies between five and six, it is reasonable to measure the
inearity of a calibration function by preparing a minimum of five
oncentration levels in triplicates [31,43].

.4.1.2. Error sum squares. After selecting a sensible number of
oncentration levels (I) and replicating every concentration level
-times in a particular calibration experiment, the summation of
hree squared differences, namely the residual error sum of squares
SSr) pure experimental error sum of squares (SSε) and lack-of-fit
rror sum of squares (SSlof), must be calculated according to the

ollowing equations:

Sr =
I∑

i=1

Ji∑

j=1

(yij − ŷi)
2 (2)
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Sε =
I∑

i=1

Ji∑

j=1

(yij − ȳi)
2 (3)

Slof = SSr − SSε =
I∑

i=1

(ȳi − ŷi)
2 (4)

The term yij represents the experimental response, ŷi is the esti-
ated response obtained by using Eq. (1), and ȳi is the average

esponse at every concentration level.

.4.1.3. Degrees of freedom. The degrees of freedom (DF) associated
o Eqs. (2)–(4) are respectively:

Fr = (IJ − 2) (5)

Fε = (IJ − I) (6)

Flof = (I − 2) (7)

The bracketed number 2 in Eqs. (5) and (7) and associated with
qs. (2) and (4) respectively, represents the number of parameters
escribed by Eq. (1) (the � slope + the ı intercept = 2 parameters). If
model with a different number of parameters to those described
y Eq. (1) were studied, for instance:

ˆ i = �xi + ϕx2
i + ı (8)

The degrees of freedom associated with Eqs. (2) and (4) would
e (IJ – 3) and (I – 3) respectively. The bracketed number 3 in this
ase, represents the three parameters (� + ϕ + ı) of Eq. (8).

By using Eq. (1) and the minimum criteria of five concentration
evels (I = 5) in triplicates (J = 3) established in the previous section,
t is possible to estimate 13, 10 and 3 degrees of freedom for SSr, SSε

nd SSlof respectively.

.4.1.4. Acceptability of linearity data. A ScienceDirect search was

erformed using the keywords “linearity test” and revealed that
everal articles used these two words as a true measure of linearity
n chromatography method validation. It has been reported repeat-
dly that an analyst engaged in any analytical validation should be
ware that there is no test for linearity as such [42,43,49–51]. The

t
c
T
d
u

Scheme 1. Main approaches proposed in the litera
77 (2009) 2224–2234

nalytical Method Committee suggests using the F-test as a reli-
ble approach to check the linearity of any calibration function.
he procedure is as follows:

The purely experimental variance and lack-of-fit variance desig-
nated by �2

ε and �2
lof

are estimated by computing the quotients
SSε/(IJ − I) and SSlof/(I − 2) respectively.
The calculated �2

ε and �2
lof

variance terms are used to calculate
the Fisher variance ratio or F-test by the expression:

F(I−2)/(IJ−I) =
�2

lof

�2
ε

(9)

The value of F(I–2)/(IJ–I) calculated experimentally is compared
against the critical value of F found in statistical tables, generally
at the 95% confidence level for I − 2 and IJ − J degrees of freedom in
the numerator and denominator respectively. If the experimental
data set describes a genuine linear calibration of the form given
by Eq. (1) then the condition Ftabulated > F(I–2)/(IJ–I) must be fulfilled.
Otherwise there are grounds to suspect that a different model to
the described by Eq. (1) must be proposed.

The estimation of the various error sum squares and the Fisher
atio for testing the acceptability of a linear model proposed in the
iterature is discussed in Appendix A.

.5. Range

In general, the range of an analytical procedure can be defined
s the interval between the upper and lower concentration of ana-
yte for which suitable precision, accuracy and linearity have been
emonstrated. The literature on method validation describes differ-
nt ranges. For instance, linear range, analytical range, calibration
ange, dynamic range, working range. However, they can be sum-

arised as working (or analytical) range and linear (or calibration,
r dynamic) range. The former range which is wider than the latter,
escribes the interval between the lowest (limit of detection) and

he highest concentration where the signal can be related to the
oncentration for the evaluation of random and systematic errors.
he linear range corresponds to the valid interval of functional
ependence of the signal on concentration or mass [52] which is
sually determined by using the method of least squares, which

ture for determining the limit of detection.
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is not a conventional criterion to determine what is a suitable
statistical power, however a value of 80% is generally considered
the minimum desirable. When the criterion LOD = 2 × �blank is used
(Fig. 4B) the probability � of reporting a false LOD (ˇ = 50%) is equal
to the probability of finding a true LOD (1 − ˇ = 50%). Although
ig. 3. Visual determination of the limit of detection for PGE2 determined visually b

n turns assumes homoscedasticy of the measurements over the
inear range.

To demonstrate an acceptable linear range, it is generally sug-
ested to prepare five different standard solutions from 50 to 150%
f the target analytical concentration [43]. However, it is important
o remember that the specified ranges often differ depending on
he intended application of the procedure. For instance, the ICH rec-
mmends preparing five different standard solutions (plus a blank)
rom 80 to 120% for the assay of a drug or a finished product [31]. An
nalyst interested in validating a particular method should consult
he guidelines to encompass the recommended minimum specified
ange of the intended method.

.6. Limit of detection

The limit of detection (LOD) is commonly defined as the lowest
mount of analyte in a sample that can be reliably detected but not
ecessarily quantitated by a particular analytical method. A decade
go, the International Organization for Standardization proposed to
se the term “minimum detectable net concentration” [53] defined
s the confidence with which it is possible to detect an amount
f analyte in the sample larger than that in a blank sample with a
tatistical power of (1 − ˇ).

Different criteria are used for evaluating the LOD. A summary
f the main approaches proposed for determining the LOD in the

iterature on validation is presented in Scheme 1. Visual determi-
ation of the LOD is performed by preparing samples with known
oncentrations of the analyte and by establishing the level at which
he analyte can be reliably detected. Fig. 3 shows the chromatog-
aphy LOD for PGE2 determined visually by diluting successively
eplicate solutions of PGE2 at an initial concentration of 0.4 ng/ml.
he replicate solutions are diluted up to a concentration level
here the analyte is not longer detected visually. According to

ig. 3 the visual LOD corresponds to a concentration of 0.1 ng/ml
GE2. The guidelines for validation of analytical procedures [31]
ecommend the presentation of relevant chromatograms when
ubmitting a validation report where the LOD determination is
ased on a visual criteria. Another approach used for estimating
he LOD is the calculation of the signal/noise relationship under
he assumption that data normality, homoscedasticity and inde-

endency of residuals are met. An inspection of the literature on
ethod validation revealed that this is the most popular approach

mong analysts performing validation studies. The signal to noise
elationship is determined by comparing the analytical signals at
nown low concentrations with those of blank sample up to an ana-

F
f

ting successively replicate solutions of PGE2 at an initial concentration of 0.4 ng/ml.

ytical concentration that produces a signal equivalent to three or
wo times the standard deviation of the blank sample (3 × �blank or
× �blank).

The implications of using the previous criteria are illustrated in
ig. 4 where a limit of decision derived from the blank distribution
s established at +2 × �blank. This limit of decision, at the 95% confi-
ence level of the blank distribution is a probability that indicates
hether or not a signal could be due to the sample (>+2 × �blank)

r to the blank (<+2 × �blank). When 3 × �blank is used as a criterion
or estimating the LOD (Fig. 4A), the probability � of obtaining a
alse negative is 16%. Conversely, it is possible to conclude that
he concentration or amount of analyte in the analysed sample
s larger than in a blank matrix with a statistical power (1 − ˇ) of
4%. The statistical power measures the confidence with which it

s possible to detect a particular difference if one exists [54]. There
ig. 4. Statistical power when (A) 3 × �blank and (B) 2 × �blank are used as criteria
or estimating the limit of detection.
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he minimum number of independent determinations required to
stablish the LOD is 10, it is advisable to increase the number of
eplicates when the LOD is defined as 2 × �blank to avoid reaching
rong conclusions. Both LOD criteria (3 × �blank or 2 × �blank)

hould be justified by presenting the relevant chromatograms.
The final approach described in Scheme 1 is based on the quo-

ient of two analytical parameters, namely the standard deviation
�) and the slope of a regression curve (� as in Eq. (1)). The former
arameter could be expressed as the standard deviation of the blank
�blank), as the residual standard deviation of the calibration curve
r as standard deviation of the intercept of the calibration curve.
he guidelines on method validation do not express any particular
reference for the approaches described in Scheme 1, however they
ecommend that when reporting the LOD the definition used in its
valuation should be stated.

.7. Limit of quantitation

The limit of quantification (LOQ) is defined as the lowest con-
entration or amount of analyte that can be determined with an
cceptable level of precision and accuracy [9]. Similarly to LOD, LOQ
s evaluated by using different approaches, that is:

1. Visual evaluation: samples with known analytical concentration
are prepared and the minimum level at which the analyte can be
quantified with an acceptable level of uncertainty is established.

. Signal/noise ratio: the signals of samples with known analytical
concentrations are compared with those of blank samples up to
an analytical concentration that produces a signal equivalent to
10 times the standard deviation of the blank sample (10 × �blank).

. Standard-deviation/slope ratio (LOQ = 10 × �/�): the parameters �
and � are calculated in the same fashion as LOD.

The second approach, which is the most used in the litera-
ure, could be defined in a more general context as the lowest
mount of analyte that can be reproducibly quantified above the
OD (LOQ = n × LOD).

Other definitions to express the LOQ different from those
escribed above could be used, provided that the definition used

n its evaluation is stated.
It is important to note that the discussed approaches for the

valuation of the LOQ do not demonstrate that at the LOQ concen-
ration there is an adequate accuracy and precision. The different
pproaches proposed in the literature have been critically revised
n an article which advocates using the accuracy profile approach

n order to estimate an LOQ more in accordance with its contex-
ual definition [55]. The reader interested in applying the accuracy
rofile approach is referred to the articles of Hubert et al. [56]
nd Boulanger et al. [57] who were the first to introduce this
oncept.

v
f
o
e
a

77 (2009) 2224–2234

.8. Ruggedness

This parameter evaluates the constancy of the results when
xternal factors such as analyst, instruments, laboratories, reagents,
ays are varied deliberately. By considering these critical external

actors and inspecting Table 1, it is evident that ruggedness is a
easure of reproducibility of test results under normal, expected

perational conditions from laboratory to laboratory and from ana-
yst to analyst [58]. Ruggedness cannot be erroneously used as a
ynonymous of robustness as it is going to be explained in the next
ection.

.9. Robustness

This parameter evaluates the constancy of the results when
nternal factors (no external factors as in ruggedness) such as flow
ate, column temperature, injection volume, mobile phase compo-
ition or any other variable inherent to the method of analysis are
aried deliberately. It is generally not considered in most validation
uidelines [46].

Although robustness and ruggedness aim at testing the repro-
ucibility of the test results regardless of internal or external

nfluences respectively, the literature on method validation bears
vidence that both terms are used interchangeably. The analyst
erforming a method validation should distinguish the similari-
ies and differences between these validation parameters and avoid

isconstruing ruggedness as robustness.
Classical and multivariate methodologies such as the one-factor-

t-the time approach or a factorial design have been proposed to
valuate both ruggedness and robustness. However for more com-
rehensive studies on robustness and ruggedness evaluation the
eader is referred to [59–62].

. Final remarks

Method validation has evolved rapidly over the last half a cen-
ury from being a neglected area of many scientific disciplines into a
idely recognized process used to confirm that an analytical proce-

ure employed for a specific test is appropriate for its intended use.
owever, despite this rapid evolution and the efforts of different

egulatory bodies to reach greater harmonization of the relevant
erformance indicators commonly evaluated in method valida-
ion, some relentless inconsistencies in relation to their definitions,
alculation and interpretation are repeatedly used. Practitioners
hould be vigilant over the herein described key aspects of method

alidation and bear in mind that their misapplication goes much
urther than a simple rejection of a submitted report or a waste
f money, time and resources. The acceptance and application of
rroneous terminology can have serious implications in results reli-
bility, laboratory performance and institution credibility.
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ppendix A. Demonstration that a correlation coefficient close

he data printed in bold type have been reported elsewhere [45].

omments x y

he amount of analyte (ng), the chromatographic
analyte/internal-standard peak area ratio and its
average are designated as x, y and ȳ respectively.

0.35 0.0956

0.50 0.1356
1.00 0.2575
2.00 0.5028
5.00 1.2605

he calibration graph was obtained by plotting y vs x. 7.00 1.6706
roposed linear model by using the reported data. ŷ = 0.242x
eported squared correlation coefficient (r2). r2 = 0.9995

esting the acceptability of the above linear model by using the principles and equa
(y − ŷ)2

.35 1.68 × 10−5 2.40 × 10−5 3.97 × 10−

.50 1.60 × 10−7 1.09 × 10−5 1.00 × 10−

.00 2.50 × 10−7 3.61 × 10−6 1.23 × 10−

.00 1.44 × 10−5 7.84 × 10−6 2.50 × 10−

.00 1.26 × 10−3 8.07 × 10−4 7.08 × 10−

.00 1.47 × 10−3 1.96 × 10−4 2.62 × 10−
esidual error sum
squares (Eq. (2))

SSr =
I∑

i=1

Ji∑

j=1

(yij − ŷi)
2

(Eq. 2)

SSε =
I∑

i=1

Ji∑

j=1

(yij − ȳi)
2

(Eq. 3)

SSlof =
I∑

i=1

(ȳi −

(Eq. 4)

ure error sum squares
(Eq. (3))

ack-of-fit error sum
squares (Eq. (4))

esults after applying
Eqs. (2)–(4) →

SSr = 4.86 × 10−3

egrees of freedom (DF) 18 − 2 = 16
ssociated variances
(�2 = SS/DF)

�2
r = 3.04 × 10−4

isher ratio (F = �2
lof

/�2
ε )

calculated (if
Fcalculated < Ftabulated
then Linear)

28.151 (calculated) � 3.259 (tabulated at the 95% wi

onclusions Although r2 = 0.9995 there is a significant non-linea
adequate to describe the observed data due to some
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